
 
[Rawat* et al., 5(8): August, 2016]  ISSN: 2277-9655 

IC™ Value: 3.00                                                                                                         Impact Factor: 4.116 

http: // www.ijesrt.com                 © International Journal of Engineering Sciences & Research Technology 

 [274] 

IJESRT 
INTERNATIONAL JOURNAL OF ENGINEERING SCIENCES & RESEARCH 

TECHNOLOGY 

UNDERSTANDING AND CONFIGURING HADOOP: TO HANDLE THE LARGE 

AMOUNT OF DATA 
Rahul Rawat* 

* Department of Computer Sc. & Engg ,University Institute of Engineering and Technology, KUK, 

Haryana (India) 

 

DOI: 10.5281/zenodo.59632 

ABSTRACT 
Data is getting bigger and bigger in size that is called as Big Data. Big Data may be structured, unstructured and semi 

structured. Traditional systems are not good to manage this huge amount of data. So, it is required to use best sources 

to manage this Big Data. Hadoop is Highly Archived Distributed Object Oriented Programming tool which is an 

open source software platform. Hadoop is written Java. It is used to store and manage large amount of data. In this 

paper configuration of Hadoop single node cluster is explained. Hardware and software requirements are also 

described. Some running commands are also explained for Hadoop. Map Reduce job of Hadoop also presented. 
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     INTRODUCTION
Data is increasing day by day at higher rate and with huge volume. Bigdata is a data which is bigger in size. Data is 

increasing frequently with the increase of development of the organization and technologies. This kind of data may 

be structured, unstructured and semi-structured. Data may be present in terabytes, petabytes, exabytes etc.  Bigdata 

has mainly three factors are volume, velocity and variety. According to IDC (International Data Cooperation) data is 

increasing at huge volume rate and 1.8 ZB had been produced in 2011. This cooperation estimated that data will be 9 

times in coming years [1]. Due to rapid growth of data in large scale therefore, it becomes very difficult to handle such 

a huge amount of data using traditional methods. Traditional methods are good to handle structured and lower amount 

of data very efficiently. But when talk about the Bigdata these traditional methods are not good to handle such a huge 

amount of data. There are so many challenges regarding Bigdata like storage, computational efficiency, data loss and 

cost etc. Storage is always a big concern when Bigdata is there. Traditional systems are not well good enough for 

storing such huge amount of data. Data loss can be happen due to corruption of any part of data and may be due to 

hardware failure. Therefore, there is a requirement of system that can support huge volume of data very efficiently 

and also has good storage efficiency. System should be good for data recovery solutions and also cost effective [2] 

[3].  

 

HADOOP  
Hadoop is Highly Archived Distributed Object Oriented Programming. Hadoop is an open source platform to manage 

or handle large amount of data that is known as Big Data. Hadoop stores large amount of data in distributed fashion. 

It can store any kind of file format like images, videos, files, folders, xml, html files etc. Hadoop manage the large 

amount of data in distributed manner where it can store at least three copies of the data. One is the original copy of 

the data, second is the copy of the original data and the third one is another copy of the original data. These copies 

are stored in different nodes of cluster. If any one copy is destroyed or any one node in cluster is goes down then 

another copy of the data will be available for the users or clients. In Hadoop there are master node and other nodes 

are in the cluster is known as slave nodes [4]. Master node contains all the information about the files those are stored 

in the other nodes of the clusters. When anyone want to access the data from the slave nodes then it has to get 

permission from the master node first. When data is transfer to the Hadoop HDFS (Hadoop Distributed File System) 

then it automatically divides the data into blocks and then distribute to it slave nodes [5]. There may be more than 
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one master node or namenode to avoid the damage from the loss. If one namenode is not working properly then 

secondary namenode can be used to manage the data in slave nodes. This gives fault tolerance feature for the Hadoop. 

Hadoop creates 64 Mb blocks in old versions of Hadoop but in new version it comes with default block size of 128 

Mb. These block size can be modify using the Hadoop commands at the time of transferring data into HDFS. Hadoop 

Map Reduce is used to manage the large amount of data [6]. 

 

Fig. 1: Web Browser GUI of Hadoop 

 

COFIGURATION OF HADOOP SINGLE NODE CLUSTER 
Hadoop Requirements 

 

RAM 2 GB 

Operating System Ubuntu (Linux) 

Harddisk 80 GB 

Java JDK 

 

To install Hadoop on the system it is required to install the JDK first. When the Java is installed on the system then 

Hadoop can be installed and can be run to manage the large amount of the data. 

 

Hadoop Single Node Cluster 

To install Hadoop single node cluster it is required to install Java and SSH on the system. Hadoop single node 

configuration commands are presented in [7]. 

Step 1: sudo apt-get install default-jdk                                               / to install the java / 

Step 2: sudo addgroup hadoop                                                        /  create hadoop group / 

Step 3: sudo adduser --ingroup hadoop hduser                         / create hadoop user for the installation / 

Step 4: sudo apt-get install ssh  / to install the ssh / 
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Step 5: wget http://mirrors.sonic.net/apache/hadoop/common/hadoop-2.6.0/hadoop-2.6.0.tar.gz /download the 

 hadoop   

Step 6: tar xvzf hadoop-2.6.0.tar.gz   

Step 7: sudo mv * /usr/local/hadoop                                             / move hadoop to the directory/ 

Step 8: sudo chown -R hduser:hadoop /usr/local/hadoop                 / gives permission to the user/     

 

Configuration of Hadoop environment 

Step 1: vi ~/.bashrc 

 
Fig. 2: Append these files at the end of bashrc file 

 

Step 2: vi /usr/local/hadoop/etc/hadoop/hadoop-env.sh 

 

 
Fig. 3: Change the java path to run the Hadoop 

 

Step 3: vi /usr/local/hadoop/etc/hadoop/core-site.xml 

 
Fig. 4: Edit the core-site.xml file 
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Step 4: vi /usr/local/hadoop/etc/hadoop/mapred-site.xml 

 
Fig. 5: Edit the mapred-site.xml file 

 

Step 5: vi /usr/local/hadoop/etc/hadoop/hdfs-site.xml 

 
Fig. 6: Edit the hdfs-site.xml file 

 

Running the Hadoop 

To start the Hadoop following command can be used 

Command: Start-all.sh 

 

To check the state of the processes use this command 

Command: jps 

 

To stop the Hadoop following command can be executed 

Command Stop-all.sh 
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Fig. 7: Running Map Reduce Job 

 

CONCLUSION & FUTURE WORK 
This paper presents the knowledge about the Hadoop that is Highly Archived Distributed Object Oriented 

Programming. Hadoop can be used to manage the large amount of data and provide fault tolerance feature for the 

storage of the data. Map Reduce is used to handle the large amount of data in HDFS (Hadoop Distributed File System). 

In this paper configuration of Hadoop single node cluster is explained which can be used to set up single node cluster 

for testing purpose. There are also commands are described to run and stop the Hadoop. In future multimode cluster 

setup will be examined and that can be used to test the environment of Hadoop in distributed manner. 
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